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Observation

Understanding

Our Algorithm Future Work

ExperimentsIn a trained NN, OoD samples concentrate in the feature space.

OoD features move slowly during training.

Layer ensemble helps

"Moving speed" of the feature vector

Empirical Neural Tangent Kernel

Integrate

FSSDs from different layers behave differently. Blue is in-distribution.

1. Study the phenomenon in different 
phases of training corresponding to 
the recent advances in NTK;

2.Explore the connection to the 
probabilistic models, e.g. Gaussian 
Processes. 

(a) 
ImageNet 
(dogs) vs. 
ImageNet 
(non-dogs)

(b) 
CIFAR10 
vs. SVHN

All features concentrate at initial stage.


